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Introduction (1)

C Phishing
C A type of social engineerirgjtack

C Commonly used to deceive users to reveal sensitive
information such as login credentials or credit card details

C Also used to deploy malicious software like ransomware
C May start with an email or text message
C May ask the user to visit a URL PHISHING ACTIVITY, 2020

250,000

200,000

C Some phishing statistics

C Over2.11 millionphishing websites detected by Google in 20: =
(AtlasVPN2020)

C Increasing number afnique phishing websites and email
subjects detected in 2020 (Anti Phishing Working Group, 20C =

C 220% increasén phishing attacks i2020 with manyusing D R
O S N.,IJ A -_I_- 7\ O I u S é é 7\ u K (XE5 1@& R)QO) 2 Jan-20 Feb-20 Mar-20 Apr-20 May-20 Jun-20 Jul-20 Aug20 Sep20 Oct-20 Nov-20 Dec20 | S

e Phishing sites === Unique email subjects ~ ====- Trend (phishing sites)

100,000

Source: https://apwg.org/trendsreports/
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Introduction (2)

C Phishing websites
C Often target wellknown brands
C Are increasingly realistic

OpenPhish Phishing Feeds / IP Reputation Feed / Global Phishing Activity

Global Phishing Activity

The Global Phishing Activity provides real-time insight into live phishing pages that were abserved by OpenPhish. The data

on this page is updated every five minutes with information from the past 24 hours period.

List of identified brands (updated monthly)

3 & O
C Need for both increased user training/awareness . ‘h" .
and automatic phishing detection solutions . o i@

G_\g;r - |g‘ hitps: .&MazonX.com I; signin?_encoding=UTFa8%openid.assoc_handle=usfles | +2|[ %
. | N
amazon.com Hetlo I = nave recommendations for you. ot il
] i ¥ Today's Deals | Gifts & Wish Lists | G

_'s Amazon.com

Sign In

What is your e-mail address?

My e-mail address is:

Do you have an Amazon.com password?

2 No, I am a new customer.

@® Yes, I have a password: |
Forgot vour password?

@ " A
L ¥ . ’ ?
L ] L ] .

Top 10 Targeted Brands Top 10 Sectors Top 10 ASNs
Office365 B.6% Financial 31.8% AS46606 Unified Layer 9.5%
Facebook, Inc. 8.6% Online/Cloud Service 18.9% AS15169 Google LLC 8.6%
Amazon.com Inc. 7.3% Social Networking 13.1% AS204915 Hostinger I... 5.4%
Qutlook 6.4% e-Commerce 9.5% AS13335 Cloudflare, I... 5.1%
Tencent 4.2% Email Provider 8.1% ASB100 QuadraMet E... 5.1%
Credit Agricole S.A. 3.9% Telecommunications 6.2% AS27647 Weebly, Inc. 4.3%
Chase Personal Banki... 3.8% Payment Service 4.9% AS22612 Namecheap.... 4.0%
La Bangue postale 3.3% Logistics & Couriers 3.2% AS16509 AMazon.co... 3.1%
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easymotors.com.au,

Deceptive site ahead

Attackers on easymotors.com.au may trick you into doing something dangerous like installing software or

C Blacklist appro ach A e G A AR
C Relies on the phishing websites to be listed/known Qo gt Cvomes ighes el of ey, unonenhance et

¢ Well known blacklist;clude Google Safe Browsing, =3
OpenPhishPhishTank

C May involve real users that can report phishing websites,

verify then

prs semame e o

o Register | Forgot Password Thank you for helping us keep the web safe from phishing sites. If you believe you've
Phls hTank " Out of the Net, into the Tank. encountered a page designed to look like ancther page in an attempt to steal users’
personal information, please complete the form below to report the page to the Google
Safe Browsing team.

safebrowsing.google.com

Home Add A Phish Verify A Phish Phish Search FAQ Developers Mailing Lists My Account

When you submit sites to us, some account and system information will be sent to

. Google. We will use the information you submit to protect Google preducts,
Stats Monthly Stats Archive: infrastructure, and users from potentially harmful content. If we determine that a site
violates Google's policies, we may update the site’s status in our Transparency Report
Online, valid phishes ~ Total Submissions  Total Votes and share the URL and its status with third parties. You may find out more information
. . . about the Transparency Report here. Information about your report will be maintained in
1 0,1 56 6,964,005 21 ,630,691 Daily Phishes Submitted accordance with Google's Privacy Policy and Terms of Service.
2000
Phishes Verified as Valid Suspected Phishes Submitted URL: |
Total: 2,894,563 Total: 6,963,939 1500
online: 10,179 Online: 15,063 e |
Offline: 2,884,404 Offline: 6,948,876 1000 I'm not a robot
reCAPTCHA
Most Active Users (out of 187,273 total) 500
. Additional
Top 10 Submitters details about
1 cleanmx 3,080,604 phishes 0 the phishing g
violation: -

1
1

n 14
1

n 22

in 24

L
Jund
L
L
"
"

2 PhishReporter 1,216,400 phishes L: P E s ; : : : : ’ :’ “ = S (Opticnal) Submit Report G I
3 antiphishing 105,503 phishes 0 g e
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Motivation and Goals

C Machine learningbased phishing website detection

C Aims to build models that detect phishing websites based on other characteristics (e.g., URL, con

C Complement blacklist approach (e.qg., if the website is not blacklisted)

C Prior research
C Some prioresearch works that applied machine learning used a high number of features
C May not be feasible to extract some features for reale detection
C While some works compared ML algorithms on multiple datasets, they did not combine the datas

C Research Goals
C Perform feature selection fdsuildingrobust machine learninrgpasedphishingwebsitedetectionmodels
C ldentify common features between different website phishing datasets
C Investigate the usefulness of Variance Inflation Factor (VIF) as a feature selection method
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Methodology (1)

C Systematic approach

C Follows the KDD methodology for knowledge
discovery and data mining

C Data selection
C Two datasets with 30 and 48 features

C DS130 contains both

Internal featureq(i.e., derived from webpage URL
and HTML/JavaScript source code)

External features (i.e., obtained from querying third
party services such as DNS, search engine, WHOIS
records, etc.)

C DS248 only contains internal features

Evaluation

Data Mining

Patterns

=00

Selection

Dataset
Code

DS130

Data [

Feature
Category

Transfarmation
Praprocessi ‘ A
P ng \v (E=T=s)

‘ Transformed
Data

Preprocessfted
A Data |

Source: Costagliola et al. (2009)

Feature Examples
having_IP_Addres§/RL_Length

URL Based HTTPS_tokeretc.
Abnormal Request_ URIURL _of Anchor
Based Links in tagsetc.
HTML/JS Redirect,on_mouseoverRightClick
Based popUpWidnow etc.

Domain Base(

DNSRecordveb_traffic Page_Rank
Google Indexetc.

DS248

URL Based| NumbDots, UrlLength, AtSymbol, etg.
Abnormal AbnormaIEx_tFor_mActionR,
ExtMetaScriptLinkRT, etc.
HTML/JS RightClickDisabledxtFavicon
Based PopUpWindowetc.
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Methodology (2)

C Data Preparation and Transformation

¢ Datasets were clean DS118, DS1218 DS218 DS1213
C DS248 had one attribute with all values 0 IEMIGL|LE_ GlETEes IpAddress
_ - having Sub Domain SubdomainLevel * n
C 18 common features were identified Links_pointing_to_pagé PctExtHyperlinks n
. Submitting_to _email SubmitinfoToEmail n
C DS218 data was transformed to match the bmary double slash redirectin DoubleSlashinPath n
{-1, 1} or categoricat{, O, 1} format used by URL_Length UrlLength * n
DS118 Favicon ExtFavicon n
Prefix_Suffix NumDashInHostname n
SFH AbnormalFormAction n
Iframe IframeOrFrame n
Dataset Number Phishing Legitimate # Categorical # Numeric having_At _Symbol AtSymbol
Code Instances Class Class Features Features SSLfinal State NoHttps n
DS130 0 0 30 0 on_mouseover FakeLinkinStatusBar
DS118 LK S SR 18 0 URL of Anchor PctNullSelfRedirectHyperlinks n
DS248 0 0 29 19 popUpWidnow PopUpWindow
DS218 10000 S0% S0% 11 I Request URL PctExtResourceUrls * n
DS1218 0 0 18 0 RightClick RightClickDisabled
DS1213 A 4r% S 13 0 Links in tags ExtMetaScriptLInkRT * n

Note: * indicatesnumericfeatures,n indicatesselectedfeatures
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-1.00 -0.75 -0.50

Methodology (3) -

-0.25 0.00 0.25 0.50 0.75
1 1

1.00

. having_IP_Address [ligg| 015 025 (044 0.32 0.03 0.26 0.07 -0.00 0.29 -0.00 0.31 0.08 0.17 0.07 021 -0.10-029 0.06
C Feature SE|eCtI0n URL_Length 0.15 [ERE 0.07 0.06 0.35 0.12 0.22 0.02 0.10 0.20 0.00 0.47 0.06 0.07 0.06 0.10 -0.09 -0.11 -0.08
C p- -value ana|yS|S was used to test the having_At_Symbol 0.25 0.07m0.15 0.21 0.02 0.17 0.22 0.01 0.18 -0.06 0.21 0.29 0.32 0.21 0.35 0.06 -0.07 0.02
S|gn|flcance of Independent features double_slash_redirecting 0.4 0.06 0.15 EN0Y 0.16 0.03 0.10 0.03 -0.03 0.14 -0.09 0.17 0.04 0.14 0.04 0.13 -0.07 -0.18 -0.04
S lati dt Prefix_Suffix 0.32 0.35 0.21 0.16 ER0Y 0.24 0.02 -0.01 0.02 0.03 0.18 0.10 0.23 -0.24 -0.14 0.12
¢ opearman .rank’.rder correlation was used 1o having_Sub_Domain 0.03 0.12 0.02 0.03 0.24 R0 0.31 -0.02 0.02 0.27 0.09 0.23 0.02 0.04 0.07 0.05 -0.06 -0.02 0.17
test for COIlmeanty between pairs of features SSLfinal_State 0.26 0.22 0.17 0.10 0.31 [ 0.00 0.11 0.10 046 0.04 0.13 0.05 0.14 -0.16 -0.110.45
C Variance inflation factor (V“:) was used to Favicon 0.07 0.02 0.22 0.03 0.02 -0.02 0.00 [EKM 0.13 0.01 -0.21 0.02 0.38 0.50 0.26@0.29 -0.15 0.03
Identlfy mu|tic0||inearity (i_e_, CO”ineal’ity Request URL -0.00 0.10 0.01 -0.03-0.01 0.02 0.11 0.13 [ENL) 0.03 -0.28 0.04 0.02 -0.00 -0.04 -0.01 0.14 -0.22 0.11
between three or more features even if no URL_of Anchor 0.29 020 0.18 0.14 0.27 0.01 0.03 [T 013 [0:46 0.01 0.16 0.11 0.19 -0.17 0.01 [0.39
pair of variables has a particu|ar|y h|gh Links_in_tags -0.00 0.00 -0.06 -0.09 0.02 0.09 0.10 -0.21 -0.28 0.13 [EKiY -0.01 -0.05 -0.06 0.00 -0.09 0.09 0.26 0.20
Corre|ation) SFH 0.31 047 021 0.17 0.23 0.46 0.02 0.04 [0.46 -0.01 FKeM) 0.07 0.18 0.07 0.23 -0.21 -0.19 0.01
VIF L et 8720 8814 78] oo 73 [l 0155800 55 [ EE AR s 00 o1
R on_mouseover 0.17 0.07 0.32 0.14 0.18 0.04 0.13 0.50 -0.00 0.16 -0.06 0.18 0.41 EKM 0.41 1% 0.25 -0.08 0.
' — Rf RightClick 0.07 0.06 021 0.04 0.10 0.07 0.05 0.26 -0.04 0.11 0.00 0.07 0.27 0.41 [N 0.37 031 -0.09 0.3
popUpWidnow 021 0.10 035 0.13 023 0.05 0.14 [0 0.01 0.19 -0.09 0.23 |0.48 [EH 0.37 [ 022 -0.15 -0.02
C R is the coefficient of determination from a Iframe -0.10 -0.09 0.06 -0.07 -0.24 -0.06 -0.16 0.29 0.14 -0.17 -0.09 -0.21 0.24 0.25 0.31 0.22 [EKWY-0.11 -0.11
Links_pointing_to_page -0.29 -0.11 -0.07 -0.18 -0.14 -0.02 -0.11 -0.15 0.2 0.01 0.26 -0.19 -0.09 -0.08 -0.09 -0.15 -0.11 MY 0.12
mﬁI}g:)alful;%gl;ggzldo%rznglldgltﬁg?tfgg?g;ggs the Result 0.06 -0.08 0.02 -0.04 0.12 0.17 [0.45 0.03 0.1 0.39 0.20 0.01 -0.15 0.01 0.03 -0.02 -0.11 0.12 [EHOY
(7] c B [e)] x [ [0 c — = [72] = = x ] (] =
C Feature selection is performed by removing g 2 é s fz285 %8 58 85 ¢ g 8 3
all features with a VIF score of 5 and above S -9 5 838§ 55 o 2 5E ¢
which indicate critical multicollinearity issues 45 dse4d3 §g5 2o § £
(Hair et al., 2019) 5 i i £ > E .
C 13 features were selected for DS13 3 - <
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Methodology (4)

C Data Mining
C Two MLalgorithmswere selected for building binomial classification models

C Random ForesiRB
Was shown to outperform a variety of other ML algorithms in many previous studies
Tends to perform well using default settings
C Gradient Boosting Machine (GBM)
Was often not included in comparison by previous studies
Requires more hyperparameter tuning

C The DRF and GBM algorithm implementations from the H20 v3-spa@ce framework were used
C Models were built usindifferent sets of hyperparameter valués identify optimal values

C Evaluation
C Data was splinto trainingandtest set with 80:20 ratio
C Performance metrics computedccuracyprecision, recall/sensitivitygpecificity AUC
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Methodology Workflow

C Implementation

C Best model built with 13 features was integrated into a Python application that takes a URLs as ir
extracts features from the live website, and predicts if it is legitimate or phishing

Extracted
Test Web URL Feature Extraction racte
Features

Prepare
Datasets

Transform Data

(Feature Selection) Split Features

Validation
Dataframe

Final Model
{w/ 13 features)

Model Building with
Hyperparameter Tuning
(Training & Validation)
[DRF/GBM]

H20 Environment

Legitimate
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Results (1)

C Model Performance

C All models achieved over 92% accuracy

C DRF and GBM models perform very close
DRF models have slightly higher accuracy than GBM models for five datasets
GBM model has higher accuracy for E82

C Good baseline performance
DS130: DRF accuracy 6974
DS248: DRF accuracy 0f985

C 18 common features
DS118: DRF accuracy 0t952A 0.022decrease from baseline
DS218: DRF accuracy 0f937A 0.048decrease from baseline

Higher drop in performance for D8 can be explained by the data
transformation of DSA8 features to match the DSB8 format

DS1218: DRF accuracy 0937, AUC 00.985
C 13 optimal features
DS1213: DRF accuracy 0937, AUC 00.979
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