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Introduction (1)
ÇPhishing
Ç A type of social engineeringattack

Ç Commonly  used  to  deceive  users  to  reveal sensitive  
information  such  as  login credentials or credit card details

Ç Also used to deploy malicious software like ransomware

Ç May start with an e-mail or text message

Ç May ask the user to visit a URL

ÇSome phishing statistics
Ç Over 2.11 million phishing websites detected by Google in 2020 

(AtlasVPN, 2020)

Ç Increasing number of unique phishing websites and email 
subjects detected in 2020 (Anti Phishing Working Group, 2000)

Ç 220% increase in phishing attacks in 2020, with many using 
ŎŜǊǘƛŦƛŎŀǘŜǎ ǿƛǘƘ άŎƻǾƛŘέ ƻǊ άŎƻǊƻƴŀέ ƛƴ ƴŀƳŜ(F5 Labs, 2020)
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Source: https://apwg.org/trendsreports/
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Introduction (2)
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ÇPhishing websites
ÇOften target well-known brands

Ç Are increasingly realistic

Ç Need for both increased user training/awareness 
and automatic phishing detection solutions
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Introduction (3)

ÇBlacklist approach
Ç Relies on the phishing websites to be listed/known

ÇWell known blacklistsinclude Google Safe Browsing, 
OpenPhish, PhishTank

ÇMay involve real users that can report phishing websites, 
verify them 
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Motivation and Goals

ÇMachine learning-based phishing website detection
Ç Aims to build models that detect phishing websites based on other characteristics (e.g., URL, content)

Ç Complement blacklist approach (e.g., if the website is not blacklisted) 

ÇPrior research
Ç Some prior research works that applied machine learning used a high number of features

ÇMay not be feasible to extract some features for real-time detection

ÇWhile some works compared ML algorithms on multiple datasets, they did not combine the datasets

ÇResearch Goals
Ç Perform feature selection for buildingrobust machine learning-based phishing website detection models

Ç Identify common features between different website phishing datasets

Ç Investigate the usefulness of Variance Inflation Factor (VIF) as a feature selection method
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Methodology (1)

ÇSystematic approach
Ç Follows the KDD methodology for knowledge 

discovery and data mining

ÇData selection
Ç Two datasets with 30 and 48 features

Ç DS1-30 contains both

Ç Internal features (i.e., derived from webpage URL 
and HTML/JavaScript source code)

ÇExternal features (i.e., obtained from querying third 
party services such as DNS, search engine, WHOIS 
records, etc.)

Ç DS2-48 only contains internal features 
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Dataset 
Code

Feature
Category

Feature Examples

DS1-30

URL Based
having_IP_Address, URL_Length, 

HTTPS_token, etc.
Abnormal 

Based
Request_URL, URL_of_Anchor, 

Links_in_tags, etc.
HTML/JS 
Based

Redirect, on_mouseover, RightClick, 
popUpWidnow, etc.

Domain Based
DNSRecord, web_traffic, Page_Rank, 

Google_Index, etc.

DS2-48

URL Based NumDots, UrlLength, AtSymbol, etc.

Abnormal
AbnormalExtFormActionR, 
ExtMetaScriptLinkRT, etc.

HTML/JS 
Based

RightClickDisabled, ExtFavicon, 
PopUpWindow, etc.

Source: Costagliola et al. (2009)
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Methodology (2)

ÇData Preparation and Transformation
Ç Datasets were clean

Ç DS2-48 had one attribute with all values 0

Ç 18 common features were identified

Ç DS2-18 data was transformed to match the binary 
{-1, 1} or categorical {-1, 0, 1} format used by   
DS1-18
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Dataset
Code

Number 
Instances

Phishing 
Class

Legitimate
Class

# Categorical 
Features

# Numeric 
Features

DS1-30
11055 44.3% 55.7%

30 0
DS1-18 18 0
DS2-48

10000 50% 50%
29 19

DS2-18 11 7
DS12-18

21055 47% 53%
18 0

DS12-13 13 0

DS1-18, DS12-18 DS2-18 DS12-13
having_IP_Address IpAddress

having_Sub_Domain SubdomainLevel * ṉ

Links_pointing_to_page PctExtHyperlinks* ṉ

Submitting_to_email SubmitInfoToEmail ṉ

double_slash_redirecting DoubleSlashInPath ṉ

URL_Length UrlLength * ṉ

Favicon ExtFavicon ṉ

Prefix_Suffix NumDashInHostname* ṉ

SFH AbnormalFormAction ṉ

Iframe IframeOrFrame ṉ

having_At_Symbol AtSymbol
SSLfinal_State NoHttps ṉ

on_mouseover FakeLinkInStatusBar
URL_of_Anchor PctNullSelfRedirectHyperlinks * ṉ
popUpWidnow PopUpWindow
Request_URL PctExtResourceUrls * ṉ

RightClick RightClickDisabled
Links_in_tags ExtMetaScriptLinkRT * ṉ

Note: * indicatesnumericfeatures,ṉindicatesselectedfeatures.
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Methodology (3)
ÇFeature Selection
Ç p-value analysis was used to test the 

significance of independent features
Ç Spearman rank-order correlation was used to 

test for collinearity between pairs of features
Ç Variance inflation factor (VIF) was used to 

identify multicollinearity (i.e., collinearity 
between three or more features even if no 
pair of variables has a particularly high 
correlation)

Ç Ri
2 is the coefficient of determination from a 

multiple regression model that predicts the   
i-th feature based on all other features

Ç Feature selection is performed by removing 
all features with a VIF score of 5 and above 
which indicate critical multicollinearity issues 
(Hair et al., 2019)

Ç 13 features were selected for DS12-13
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Methodology (4)

ÇData Mining
Ç Two ML algorithms were selected for building binomial classification models

Ç Random Forest (RF)

ÇWas shown to outperform a variety of other ML algorithms in many previous studies 

ÇTends to perform well using default settings

ÇGradient Boosting Machine (GBM)

ÇWas often not included in comparison by previous studies

ÇRequires more hyperparameter tuning

Ç The DRF and GBM algorithm implementations from the H2O v3 open-source framework were used

ÇModels were built using different sets of hyperparameter values to identify optimal values

ÇEvaluation
Ç Data was split into trainingand test set with 80:20 ratio

Ç Performance metrics computed: accuracy, precision, recall/sensitivity, specificity, AUC
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Methodology Workflow

ÇImplementation
Ç Best model built with 13 features was integrated into a Python application that takes a URLs as input, 

extracts features from the live website, and predicts if it is legitimate or phishing
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Results (1)
ÇModel Performance
Ç All models achieved over 92% accuracy 

Ç DRF and GBM models perform very close
ÇDRF models have slightly higher accuracy than GBM models for five datasets

ÇGBM model has higher accuracy for DS2-48

ÇGood baseline performance
ÇDS1-30: DRF accuracy of 0.974

ÇDS2-48: DRF accuracy of 0.985

Ç 18 common features
ÇDS1-18: DRF accuracy of 0.952Ą 0.022 decrease from baseline

ÇDS2-18: DRF accuracy of 0.937 Ą 0.048decrease from baseline

ÇHigher drop in performance for DS2-18 can be explained by the data 
transformation of DS2-18 features to match the DS1-18 format

ÇDS12-18: DRF accuracy of 0.937, AUC of 0.985

Ç 13 optimal features
ÇDS12-13: DRF accuracy of 0.937, AUC of 0.979
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